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tworks have emerged a few years ago, enabling large scale sensing at low cost. 
teresting problems related to this new sensing tool: designing robust and small 
g adapted routing protocols, minimizing the energy consumption of each 
ronizing the sensors, etc. In this talk, we will focus on the processing of the 
 the network itself. 

c network signal processing problem, called distributed average consensus. In 
ensors, which are connected in a wireless network, need to know the average of 
nts in the network. Instead of gathering the data at a central node, which would 
age and broadcast it to the network, average consensus algorithms offer a 
n to the averaging problem. By local message passing and iterative local 
, nodes can learn the average of the measurements. 

in average consensus algorithms, nodes iteratively compute local weighted 
erve the global average of the estimates in the network. The estimates at each 
 they all converge to the average. Many distributed average consensus algorithms 
 the literature is vast. We will start by classifying the existing algorithms. Then 

a small number of useful techniques, which can handle the analysis of all the 
sting algorithms as well as algorithms that we designed are revisited with these 
le techniques. 

on of average consensus to voting consensus is derived. In particular, we show 
f memory at each node, a network can reach consensus in finite time on majority, 
easurements are binary. Distributed algorithms to compute majority with finite 

y and quaternary signals are also given. 

 holds an engineering degree from Ecole Polytechnique, France, with 
hysics and Applied Mathematics. After studying a year as a Master student in the 
ystems department of EPFL, Switzerland, she became a PhD candidate in the 
Supervised by Martin Vetterli and Patrick Thiran, she graduated last month. Her 
interests are network signal processing, distributed consensus, and random 
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